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In Experiment 1, 2 monkeys earned their daily food ration by pressing a key that delivered food
according to a variable-interval 3-min schedule. In Phases 1 and 4, sessions ended after 3 hr. In Phases
2 and 3, sessions ended after a fixed number of responses that reduced food intake and body weights
from levels during Phases 1 and 4. Monkeys responded at higher rates and emitted more responses
per food delivery when the food earned in a session was reduced. In Experiment 2, monkeys earned
their daily food ration by depositing tokens into the response panel. Deposits delivered food according
to a variable-interval 3-min schedule. When the token supply was unlimited (Phases 1, 3, and 5),
sessions ended after 3 hr. In Phases 2 and 4, sessions ended after 150 tokens were deposited, resulting
in a decrease in food intake and body weight. Both monkeys responded at lower rates and emitted
fewer responses per food delivery when the food earned in a session was reduced. Experiment l's
results are consistent with a strength account, according to which the phases that reduced body weights
increased food's value and therefore increased subjects' response rates. The results of Experiment 2
are consistent with an optimizing strategy, because lowering response rates when food is restricted
defends body weight on variable-interval schedules. These contrasting results may be attributed to the
discriminability of the contingency between response number and the end of a session being greater
in Experiment 2 than in Experiment 1. In consequence, subjects lowered their response rates in order
to increase the number of reinforcers per session (stock optimizing).
Key words: economics, stock optimizing, income maximizing, variable-interval schedule, tokens, key

press, token deposit, monkeys

Some behavior analysts have tried to deter-
mine whether behavior in nonhumans can be
described in terms of optimality-based decision
rules similar to those used in economics (e.g.,
Rachlin, Battalio, Kagel, & Green, 1981). To-
ward this end, researchers have created anal-
ogies in the operant chamber to human work,
pay, and choice in a marketplace. Then they
have tested whether nonhuman behavior can
be described by decision rules similar to those
used to account for the consumer behavior of
humans. To date, several correspondences have
been noted between decisions in the human
economy and schedule-maintained behavior in
nonhumans (for illustrations, see Lea, Tarpy,
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& Webley, 1987). This suggests that common
processes may underlie economic and operant
behavior.

If common decision rules account for be-
havior in the marketplace and in the operant
chamber, whose rules-those of the behavior
analyst or those of the microeconomist-should
we extend into the other's domain? This ques-
tion has various answers. Some have argued
that the optimality assumption of microecon-
omics can be successfully extended to explain
reinforcement-schedule-maintained behavior
in nonhumans (e.g., Rachlin et al., 1981),
whereas others have claimed that behavior is
often suboptimal in both the laboratory and
the human economy, and can be better ex-
plained by behavior-analytic notions such as
response strength (Vaughan & Miller, 1984)
or melioration (Herrnstein, 1990).
Vaughan and Miller's (1984) study is il-

lustrative of those claiming to demonstrate that
an adequate model of behavior cannot be based
on an optimality assumption. In Experiment
1 of their study, pigeons maintained at 80% of
free-feeding weights responded on a variable-
interval (VI) schedule specially constructed so
that the reinforcement rate it provided was
inversely related to response rate. Pigeons re-
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sponded at high rates despite the fact that these
rates reduced reinforcement rates to low levels.
The birds' failure to maximize reinforcement
rate might indicate that nonhumans maximize
dimensions of reinforcement other than rate.
Two likely candidates are (a) maximizing re-
inforcer immediacy (what we call present-value
maximizing; see Silberberg, Warren-Boulton,
& Asano, 1988) and (b) maximizing the
amount of a good earned per day (income max-
imizing; see Sakagami, Hursh, Christensen, &
Silberberg, 1989; Shurtleff & Silberberg,
1990).
The proposal that subjects maximize pres-

ent value is based on the premise that non-
humans have a strong preference for short de-
lays between responses and reinforcement. The
tendency to maximize reinforcer immediacy
can account not only for the "irrationally" high
response rates obtained by Vaughan and Mil-
ler (1984) but also for other schedule-based
behavioral inefficiencies, such as the occur-
rence of many unreinforced responses on VI
and differential-reinforcement-of-low-rate
schedules and the prematurity of most re-
sponding on fixed-interval schedules (see Sil-
berberg et al., 1988).
The proposal that subjects maximize income

suggests that nonhumans respond so as to max-
imize the amount of a good earned in a day.
Expressed in terms of food, this translates into
ensuring at a minimum that daily caloric con-
sumption equals daily energy expenditure (e.g.,
see Collier, Hirsch, & Kanarek, 1977; Shurt-
leff & Silberberg, 1990). In Vaughan and
Miller's (1984) study, income maximizing
(defense of food intake) was not possible be-
cause daily food consumption was independent
of behavior: The birds' weights were main-
tained at a fixed level by supplemental feed-
ings, if needed, regardless of performance dur-
ing sessions. In consequence, we believe
behavior was characterized solely by the al-
ternate, present-value maximizing rule.

Given the opportunity, nonhumans may
maximize income. The plausibility of this claim
might be questioned in light of studies that
seem to show that nonhumans often fail to
defend food intake when such a strategy re-
duces immediacy, rate, or likelihood of a re-
inforcer between alternatives or conditions (e.g.,
Caraco, Martindale, & Whittam, 1980; Hamm
& Shettleworth, 1987; Herrnstein & Heyman,
1979; Logue, Chavarro, Rachlin, & Reeder,

1988; Mazur, 1988; Timberlake, 1984; Tim-
berlake, Gawley, & Lucas, 1987). Appearances
notwithstanding, these studies do not contra-
dict income-maximizing predictions because in
none was daily food consumption allowed to
vary as a function of behavior.
The distinction we draw between maximiz-

ing reinforcement rate and maximizing income
mirrors the difference economists draw be-
tween income and wealth. They define the
former in terms of money flows and the latter
in terms of money stocks (Samuelson & Nord-
haus, 1985, p. 564). For the economist, the
flow-stock difference translates into different
decision rules, depending on whether the phe-
nomenon being modeled is attributed to an
income or a wealth effect. In terms of this
distinction, our use of the term income maxi-
mizing in the study of Shurtleff and Silberberg
(1990), to refer to the goal of optimizing the
total amount of reinforcement obtained in a
session, seems ill-advised. This report rectifies
this problem by using hereafter the term stock
optimizing instead of income maximizing.

EXPERIMENT 1
In Vaughan and Miller's (1984) procedure,

pigeons did not maximize the flow of rein-
forcement, and whether they would have max-
imized reinforcement stocks was not evaluated
because daily food intake was kept constant
and independent of behavior. Our first exper-
iment sought evidence of stock optimizing in
responding of monkeys on a VI schedule when
all food was earned within the session. The
"money" these monkeys spent was a depres-
sion of a response disk, and the commodity
they "bought" was food pellets. Their wealth
was manipulated across conditions by ending
sessions after a specified number of responses.
When the session terminated after many re-
sponses (in this circumstance, they were rich),
a monkey could ignore the high price (re-
sponses per reinforcer) that attended rapid VI
responding. On the other hand, when poor (a
circumstance arranged by restricting the num-
ber of responses per session) a monkey could
optimize its daily food stock by responding
more slowly, because the lower the VI response
rate, the fewer the responses per reinforcer.
Although slow responding increases response
efficiency by reducing the number of responses
per reinforcer, it is not efficiency per se that
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would be presumed to cause reduced rates.
Rather, it is the fact that when the number of
responses per session is restricted, reduced re-
sponse rates lead to more food per session than
higher response rates do.

METHOD
Subjects
Two adult male rhesus monkeys (Monkeys

5 and 6) began the experiment at their free-
feeding weights. In general, they received no
food other than that scheduled by the exper-
imental procedures. There were two excep-
tions: (a) a multivitamin tablet was given three
times per week, and (b) during any day that
a session was not conducted, 150 food pellets
were given. Therefore, their body weights were
allowed to vary with experimental conditions.
Both monkeys had long histories of responding
on single and concurrent schedules of rein-
forcement.

Apparatus
The monkeys were housed individually in

cages measuring 70 cm wide, 70 cm deep, and
80 cm high. A panel accessible between the
cage bars was attached to one side of the cage.
It contained six keys (4.5 cm diameter) ar-
ranged in two horizontal rows of three (6.5 cm
apart horizontally and 11 cm apart vertically,
center to center). A circular opening (5.5 cm
diameter), located to the left of the keys, per-
mitted access to a hopper where food pellets
were delivered.

Procedure
Each daily session began with the illumi-

nation, with white light, of the center key in
the top row of keys. Responses on this key
were reinforced with the delivery of four 750-
mg banana-flavored Noyes monkey pellets ac-
cording to a VI 3-min schedule, the intervals
of which were determined according to Flesh-
ler and Hoffman's (1962) progression. During
the reinforcement cycle, pellets dropped into
the hopper at the rate of one per second. The
VI schedule resumed operation immediately
after the last pellet was released by the food
dispenser.

In Phase 1, sessions ended after 3 hr. In
Phase 2, sessions ended after subjects emitted
20% of the average number of responses per
session during the last five sessions of Phase

Table 1

Experiment 1. Summary of experimental conditions, re-
sponse rates, and number of responses per reinforcer. Re-
sults are means of the last six sessions, with standard
deviations in parentheses. Response rates are based on the
first 60 min of each session.

Num Re-
ber spon- Responses

Mon- Responses of ses- ses per per
key Phase per session sions minute reinforcer

5 1 unlimited 33 36 104 (23)
2 1,202 15 29 116 (49)
3 3,000 14 77 173 (31)
4 unlimited 12 48 128 (11)

6 1 unlimited 34 20 43 (10)
2 395 10 28 129 (123)
3 1,500 15 57 177 (72)
4 unlimited 12 19 64 (22)

1. Because this restriction reduced food intake
to unacceptable levels, this fixed number of
responses was increased in Phase 3 from 1,202
to 3,000 for Monkey 5 (50% of Phase 1 re-
sponse levels), and from 395 to 1,500 for Mon-
key 6 (76% of Phase 1 levels). In Phase 4,
sessions once again lasted for 3 hr, with no
restriction on the number of responses.

Conditions ended when the number of re-
sponses per reinforcer (Figure 1) was judged
to show no substantial changes in trend or
pattern over six sessions. These stability as-
sessments began after 10 sessions were com-
pleted. Table 1 presents, for each subject in
each phase, the number of responses permitted
per session and the number of sessions defining
a phase.

RESULTS
In the present experiment, developing a

meaningful summary measure of response rate
was problematic because in Phases 1 and 4,
the 3-hr session duration substantially ex-
ceeded the period of time during which subjects
responded. In consequence, the overall rate
could be low not because monkeys responded
slowly, but rather because the period from the
cessation of responding to session's end inflated
the denominator used in determining response
rate. To minimize this factor's contribution to
the measure of response rate, all Phase 1 and
Phase 4 response rates in Table 1 are based
on responding during the first hour of the ses-
sion-a period during which both monkeys
were responding consistently. In Phases 2 and
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Fig. 1. Responses per reinforcer as a function of days for Monkeys 5 and 6 in Experiment 1. Spaces without data

points refer to days when the experiment was not conducted or when there was an equipment or data-collection failure.

3, in which sessions were much shorter, re- shows that response rates were higher when
sponse rates were calculated in the usual way, responses per session were restricted than when
by dividing total number of responses by the they were not.
session time. Except for Monkey 5, Table 1 Figure 2 presents for both subjects the num-
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ber of responses (top panels), reinforcers (mid-
dle panels), and responses per reinforcer (bot-
tom panels) during low- and high-wealth
conditions. These data mirror those of Table
1: Except for Phase 2 for Monkey 5, the num-
ber of responses per reinforcer was higher when
responding was restricted (wealth was low)
than when it was not restricted (wealth was
high).

Figure 1 presents the number of responses
per reinforcer for each subject throughout the
experiment. (One-day lapses in data presen-
tation typically indicate an equipment failure.
The several-day break starting with Day 11
was for tuberculosis testing.) These data dem-
onstrate that when responding was restricted
(Phases 2 and 3), not only did the number of
responses per reinforcer tend to increase on
average from the unrestricted phases (Phases
1 and 4), but so too did within-phase vari-
ability. This variability effect is represented
by the mean and standard deviation of the
number of responses per reinforcer during the
last six sessions of each phase of the experiment
(see Table 1).

DISCUSSION
On VI schedules, the probability of rein-

forcement increases with increasing interres-
ponse times (IRTs). If the number of responses
permitted in a session is reduced, an organism
can defend its within-session food intake by
increasing the average IRT-in other words,
by responding more slowly. Such a pattern
increases the likelihood that a response will
result in reinforcement, and, unless the re-
sponse restriction is severe, can compensate for
the decline in total reinforcement that would
accompany an unchanged response rate.

There was little evidence to support the idea
that monkeys would optimize the stock of food
by responding more slowly (Figure 2). In fact,
responding generally became less efficient as
the number of responses per session was re-
stricted. These results can be explained in terms
of a behavior-analytic notion of response
strength advocated by Vaughan and Miller
(1984). According to this account, the present
study's response-restriction conditions in-
creased the reinforcing value of food by re-
ducing food intake and lowering body weight.
Because a strength account posits that behavior
output is correlated with reinforcer value, the
account is consistent with the present study's

1 2 3 4 1 2 '3 4
Phas

Fig. 2. Mean daily responses, reinforcers, and re-
sponses per reinforcer during the last six sessions of high-
and low-wealth conditions for Monkeys 5 and 6 in Ex-
periment 1.

major finding-that the number of responses
per reinforcer increased when the number of
responses per session was restricted.
A second explanation attributes response-

rate increases to consumption restrictions in
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Phases 2 and 3. According to this view, re-
sponse rates increased because the monkeys
were deprived of food to a greater degree, and
the deprivation energized action. This account
is simpler than the response-strength expla-
nation. In that account, deprivation did not
directly change behavioral output. Rather, it
changed reinforcer value, and then the changed
value of the reinforcer changed the rate of re-
sponding.
The present report cannot answer whether

the drop in food consumption increased re-
sponse rates indirectly by increasing the re-
inforcing strength of food, or increased re-
sponse rates directly. However, neither
possibility compromises the claim that this
study fails to show stock optimizing.

This failure to optimize stocks may reflect
monkeys' insensitivity to the method used to
restrict responding rather than their insensi-
tivity to restriction per se. The wealth-restrict-
ing contingency-reducing the number of re-
sponses that could be emitted in a session-
could be experienced only once per day, and
offered no obvious means for response number
to function as a cue. The restriction of re-
sponding may have been too difficult for mon-
keys to discriminate, enabling nonoptimizing
processes to govern behavior.

This interpretation can be tested experi-
mentally if the number of available responses
is made more explicit. One way to do this is
to replace responses with tokens-that is, de-
fine the operant as the deposit of a token in a
slot. By controlling the number of tokens, a
monkey can be made either rich or poor, and
it can visually monitor the unspent tokens.
When wealthy, it can afford to deposit tokens
rapidly and to maximize reinforcer immediacy
(Silberberg et al., 1988). However, when poor,
it should husband its limited cash by depositing
tokens more slowly. The longer IRTs pro-
duced by a lowered rate would raise the prob-
ability that a token deposit would produce VI
reinforcement and would compensate for the
reduced number of tokens by functionally low-
ering the price of the reinforcer (deposits per
pellet).

EXPERIMENT 2
The second experiment was similar to the

first, except that wealth levels were manipu-
lated by adjusting the number of token deposits

per session rather than the number of key
presses. In the high-wealth conditions, tokens
deposited were immediately returned to the
monkey, so that wealth was unlimited. In the
low-wealth conditions, deposited tokens were
not returned, and the allotted number of to-
kens, if deposited at the same rate as in the
high-wealth conditions, would result in re-
ductions in food intake and body weight.

METHOD
Subjects
Two adult male rhesus monkeys (Monkeys

1 and 2), both experimentally naive, served as
subjects. They received no food other than that
scheduled by the experimental procedures, ex-
cept a multivitamin tablet three times per week.
They began the experiment at their free-feed-
ing weights of 10 kg each.

Apparatus
Each subject was housed in a cage measur-

ing 70 cm wide, 70 cm deep, and 80 cm high.
Two aluminum panels (61 cm wide, 43 cm
high), one containing a reservoir of tokens and
a slot through which they could be deposited,
and another containing a cup into which food
pellets could be delivered, were attached to
opposite side walls of each subject's cage. A
Plexiglas vertical deposit slot (1 cm by 4.4 cm)
was located 16.5 cm from the top of the token
panel and 12 cm from its right edge. A hole
(7 cm diameter), located 17 cm below the lower
edge of the token slot, provided access to a
supply of black plastic tokens (3.8 cm diam-
eter, 0.16 cm thick). A hole (5 cm long, 3 cm
high) in the reinforcer panel permitted access
to a recessed food cup.

Procedure
Both subjects, deprived of food for approx-

imately 22 hr, were trained by shaping to re-
move a token from the supply and deposit it
through the slot in the token panel. Each token
deposit caused two food pellets to be delivered
into the cup in the reinforcer panel. Once re-
sponding seemed reliable, this continuous re-
inforcement schedule was replaced by a VI
3-min schedule that delivered four food pellets
for the first token deposit following the end of
an interval. The arrangements for scheduling
and delivering the pellets were the same as in
Experiment 1.
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Table 2

Experiment 2. Summary of experimental conditions, and
number of responses per reinforcer. Results are means of
the last six sessions, with standard deviations in paren-
theses.

Number
of Responses per

Monkey Phase Wealth sessions reinforcer

1 1 high 26 14 (0.9)
2 low 18 5 (0.8)
3 high 15 7.5 (0.5)
4 low 24 5.9 (1.8)
5 high 24 10.8 (0.6)

2 1 high 26 6.4 (0.4)
2 low 24 7.3 (3.7)
3 high 15 10.2 (0.7)
4 low 26 5.6 (1.1)
5 high 24 17.5 (1.0)

In all phases of the study, 150 tokens were

placed in an open reservoir in the response

panel. When wealth was high, any tokens de-
posited through the token slot were returned
to the reservoir, ensuring that subjects had es-

sentially an infinite supply of tokens. When
wealth was low, deposited tokens were not
returned, limiting monkeys to a maximum of
150 token deposits per session.
A white light located behind the Plexiglas

token slot was illuminated when the session
began and extinguished at session's end. All
sessions lasted 3 hr or until no tokens were

left, whichever occurred first.
For both subjects, high- and low-wealth

conditions alternated through the five phases
of this experiment. Each phase ended when
the number of responses per reinforcer was

judged stable over the most recent six sessions
(except for Phase 2 for Monkey 2). The order
of conditions and the number of sessions per
condition are presented in Table 2.

RESULTS
Figure 3 presents for both subjects the mean

daily number of token deposits (top panels),
reinforcers (middle panels), and token deposits
per reinforcer (bottom panels) during the ses-

sion at the end of high-wealth and low-wealth
conditions. The numbers atop bars in the top
panel identify monkeys' body weights (in kil-
ograms) before one of the last six sessions of
a particular condition. The session selected for
weighing was at the experimenter's conve-

nience and varied from condition to condition.
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Fig. 3. Mean daily responses, reinforcers, and re-

sponses per reinforcer during the last six sessions of high-
and low-wealth conditions for Monkeys 1 and 2 in Ex-
periment 2.
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Fig. 4. Responses per reinforcer as a function of days for Monkeys 1 and 2 in Experiment 2.

Both monkeys responded more when
wealthy than when poor; however, they re-
sponded more efficiently when poor, a fact rep-
resented by the finding that the responses-per-
reinforcer ratio was consistently lower during

low-wealth conditions than during high-wealth
conditions.

Figure 4 shows how the number of re-
sponses per reinforcer changed throughout
Experiment 2. Generally speaking, the levels
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Monkey 1 Monkey 2

1 2 3 4 5 1 2 3 4 5
Phase

Fig. 5. Mean of the median daily response rates for Monkeys 1 and 2 during the last six sessions of each phase
of Experiment 2. The numbers atop each bar are the standard deviations. See text for details.

of within-phase variability in responses per
reinforcer were similar across the low-wealth
and high-wealth conditions.

Figure 5 presents the mean of each monkey's
daily median response rate during the last six
sessions of each condition. Each median was

calculated by recording IRTs in 1-s classes;
the reciprocal of the median IRT defined the
median rate for the session. Median rates
(rather than mean rates) were used because
occasionally monkeys quit responding before
session's end, especially during high-wealth
conditions. Although median rates are sensi-
tive to response rates while the monkey is re-
sponding, they are insensitive to when the sub-
ject quits responding in a session. Thus, in this
context, median rates are a superior measure
of responding than mean rates. The value in
Figure 5 is the mean of these median rates,
and the value atop each bar is the standard
deviation. The monkeys responded more slowly
when poor than when rich. Finally, whether
rich or poor, these token deposit rates were

much lower than the rates in Experiment 1,
in which a key press served as the operant.

DISCUSSION
In Experiment 1, optimizing food intake

required that VI response rates decrease when
the number of responses permitted in a session
was reduced. Instead, monkeys responded more
rapidly, accentuating the size of their food loss
from the levels that would have been obtained
had rates remained unchanged. This result vi-
olates the predictions of a stock-optimizing ac-

count of VI performance.
In Experiment 2, we entertained an expla-

nation of this finding that preserved a role for
stock optimizing in VI performance. Accord-
ing to this explanation, subjects in Experiment
1 would have optimized, lowering response
rates when the number of allotted responses
per session was reduced, if the relation be-
tween response output and session's end had
been more discriminable. To test this thesis,
we gave monkeys a supply of tokens that either
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diminished with deposits or did not. We as-
sumed that both the size of the token supply
and the effect of token deposits on that size
could be readily discriminated. When we re-
peated Experiment l's design with tokens in-
stead of key presses, monkeys responded more
slowly when the number of token deposits per
session was restricted. This outcome is consis-
tent with our discrimination hypothesis and
the operation of stock optimizing in VI re-
sponding.

Despite conformity between our data and
the predictions of stock optimizing, the present
results do not establish that stock optimizing
governs behavior. Other explanations may be
viable. For example, these results can possibly
be explained in terms of conditioned reinforce-
ment principles. According to such an account,
the association of food reinforcement with to-
kens may have made the tokens conditioned
reinforcers. If the tokens were reinforcing, their
removal in the restricted-token conditions may
have been aversive, leading to reduction of the
rate of depositing the tokens. The credibility
of such a conditioned reinforcement interpre-
tation awaits further work.

GENERAL DISCUSSION
Humans make economic decisions based on

both their rate of pay and the total pay re-
ceived. To illustrate, imagine that several
graduate students were offered two alterna-
tives for summer employment. Job 1 pays
$2,000 for 1 month's work, whereas Job 2 pays
$3,000 for 3 months' work. We would not
expect unanimity of opinion in job selection.
Those optimizing rate (flow) of pay would opt
for Job 1, whereas those more interested in
optimizing aggregate pay (stock) would choose
Job 2.

Despite the operation of both stock and flow
variables in their own economic decision mak-
ing, behavior analysts typically attribute be-
havioral control to reinforcer flows rather than
to reinforcer stocks. One can defend this em-
phasis by noting that there is little evidence to
show that reinforcer stocks play an important
role in the control of behavior. On the other
hand, there are also few experimental tests of
what that role might be (for some examples,
see Collier et al., 1977; Hursh, 1980; Jensen
& Rey, 1968).
The paucity of data on control by reinforcer

stocks may be due to the longstanding practice
of maintaining constant body weights in sub-
jects whose behavior is reinforced by presen-
tation of food. As long as body weight remains
fixed, it is not possible to define a functional
relation between food-stock size and behavior.
Hence, it may be a mistake to interpret the
absence of many demonstrations of the role of
reinforcer stocks on behavior as reflecting the
fact that this variable is of little consequence.
The predisposition to evaluate reinforcers

in terms of their flow rather than their stock
is reflected in how behavior analysts and op-
timal foraging theorists model behavior (e.g.,
Caraco et al., 1980; Herrnstein, 1961; Herrn-
stein & Heyman, 1979). For example, Herrn-
stein's (1961) matching model has parameters
to accommodate changes in the rate of rein-
forcement, but none to accommodate changes
in aggregate reinforcement. One exception is
Hursh's (1980) position that ensuring a de-
pendence between behavioral output and ag-
gregate reinforcement-a circumstance usu-
ally arranged by requiring subjects to earn
their entire daily food ratio within the exper-
imental session-results in behavior that de-
fends food intake (see also Collier, Hirsch, &
Hamlin, 1972; Hirsch & Collier, 1974). This
behavior in a "closed" economy is, of course,
a form of stock optimization.
Time is a critical feature in virtually all

behavior-analytic models. As any student of
schedule effects recognizes, this criticality is
well placed (see Ferster & Skinner, 1957).
Nevertheless, time has a prominence in be-
havior analysis that is unmatched in micro-
economic models of behavior. One reason for
this difference is that economists have found
that their models often sacrifice little in ac-
curacy by ignoring the effects of time; when
time is considered, such as in calculating the
present value of alternative outcomes, it must
be represented in years to influence a model's
predictions to a significant degree.

Certainly the situation differs in research
with nonhumans, where we often find a few
seconds' delay in one reinforcer versus another
can powerfully influence action (Rachlin &
Green, 1972). Although this apparent phyletic
difference may suggest why flow variables are
of greater importance to the behavior analyst
than to the economist, it does not endorse the
behavior-analytic tradition of interpreting re-
inforcement effects solely in terms of flow vari-
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ables, such as rate of reinforcement. Indeed,
as the present study makes clear, nonhumans
are sensitive not only to the temporal char-
acteristics of reinforcement but also to the ag-
gregate amount of reinforcement produced.
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